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1. INTRODUCTION 
Generative Artificial Intelligence (GenAI) is a type of Artificial Intelligence (AI) technique that can generate 

new realistic content by analyzing a variety of input data, including but not limited to text, images, audio, 

and videos [1]. GenAI has been widely studied since 2014 through Variational Autoencoders (VAEs) [2] or 

Generative Adversarial Networks (GANs) [3]. However, its rapid adoption has become possible due to 

recent advances in (i) computing power, (ii) Foundation Models (FMs) and Large Language Models (LLMs) 

which is a type of Deep Learning (DL) architecture for Natural Language Processing (NLP) tasks [4], and (iii) 

Multimodal AI which is an AI paradigm that can process multiple data types at the same time to achieve 

higher performance [5]. Famous chatbot assistants of big tech companies, such as Google’s Gemini [6], 

Microsoft’s Copilot [7], or OpenAI’s ChatGPT [8] are based on advanced LLMs but provide user-friendly 

graphical interfaces enabling users without specialized technical knowledge to access them by asking for 

information in natural (and not programming) language, bringing democratization of data and AI in 

practice. One of them (ChatGPT) managed to become a valuable assistant for a wide range of tasks and 

thus one of the fastest-growing services ever, as shown in Figure 1. It is worth mentioning that the previous 

generation of the LLMs was shared openly with the research community, while the latest ones are not 

open-source (e.g., GPT-4).  

 

Figure 1: Time needed (in months) to reach 100M users for various applications (Source: UBS, Yahoo Finance). 

GenAI systems fall under the broad category of Machine Learning (ML), as it is illustrated in Figure 2. Both 

learn from data and can significantly improve their performance by leveraging Big Data, but there is a 

substantial difference in their purpose and strategy. On the one hand, traditional ML models focus on 

processing data to unveil patterns and produce accurate predictions utilizing supervised, unsupervised, 

and reinforcement learning methods [9]. On the other hand, the goal of GenAI is to capture the underlying 
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data distribution and create new outputs (realistic facsimiles) that tend to mimic the real-world samples 

and human intelligence they have been trained on [10]. In this way, GenAI holds enormous potential to 

solve complex problems and create new value with economic impact for enterprises. More specifically, 

according to a recent report, the worldwide GenAI market worthed $40 billion in 2022 and is expected to 

reach approximately $1.3 trillion by 2032 [11]. Large companies in data-rich industries (e.g., healthcare, 

finance, retail, manufacturing, energy, media, gaming) are the frontrunners in GenAI adoption and have 

already incorporated custom-built tools to revolutionize their processes in marketing, sales, product 

development, or service operations [12].  

 

Figure 2: The relationship between AI, ML, DL, and GenAI. 

Competition is also a privileged place for GenAI since there is an abundance of raw textual data, which can 

give unprecedented insights into complex questions leveraging FMs and LLMs. Nevertheless, GenAI can 

also introduce new risks regarding the enforcement of competition rules and the level of competition in 

the European Union’s (EU) Market. For instance, many generative models may produce results that seem 

reliable but are in fact spurious or biased [13]. GenAI models can also ingest information that could be 

considered personal or copyrighted in their training data and thus promote it to their output, creating 

unique challenges for Privacy and Intellectual Property (IP) laws [14, 15]. Furthermore, since GenAI 

systems rely heavily on data for their performance, companies having access to large-scale datasets and 

powerful resources may lead to the creation of digital monopolies [16]. European Commission (EC) has 

already identified related risks in the data economy and tries to regulate AI systems by adopting rules such 

as the Data Act [17], Data Governance Act (DGA) [18], Digital Markets Act (DMA) [19], Digital Services Act 

(DSA) [20], AI Act [21], and the Ethics guidelines for trustworthy AI [22].  

  

2. UNDERSTANDING THE GENERATIVE AI LIFECYCLE 
Developing a comprehensive ML system with practical business value requires implementing an iterative 

set of steps, known as lifecycle [23]. Being a subset of ML, a GenAI project follows quite the same 

principles, albeit training a FM from scratch is a more challenging task that necessitates an expansion of 

the conventional ML lifecycle with large datasets, computational resources, and ML expertise. In general, 

the entire pipeline is a cyclic process and consists of 4 consecutive steps, i.e., building, training, inference, 
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and maintenance, as illustrated in Figure 3. Each component is unique, with its challenges, and affects the 

rest of the workflow. An organization needs to take action and define processes in each step to ensure a 

robust, scalable, and responsible GenAI system.  

 

Figure 3: An overview of an end-to-end GenAI lifecycle. 

The first crucial step for the effective development of a GenAI system is model building. According to data 

professionals (e.g., data engineers, data scientists), this is a hard process since they must not only gather 

and analyze complex data from various sources but also gain business understanding to prepare them 

properly. There are 3 main parts in this stage: 

 Data collection: GenAI models need to incorporate massive and varied data volumes (e.g., from online 
news sources, wikis, articles, books, scraping from websites) representative of the domain they are 
intended to operate in. Collaboration with business experts is essential to understand the underlying 
business problem and collect appropriate data. It is noted that experts should engage, listen to, and 
work with stakeholders to estimate an acceptable baseline performance of the solution. 

 Data preparation: It is a challenging and time-consuming process that plays a key role in data quality, 
a critical parameter for the development of a GenAI model. Tokenization (i.e., breaking down text to 
individual tokens) is essential for FMs, since in this way they understand words and phrases in plain 
text. Applying practices such as data normalizing and cleaning (e.g., removing irrelevant or noisy 
content), can lead to improved data quality and thus model performance.  

 Model selection: The choice of model architecture depends on several factors (e.g., the complexity of 
input data), and determines the model’s underlying structure. Ultimately, it determines how the 
model learns from the raw data and generates synthetic content. There are multiple novel types of 
DL architectures for GenAI purposes, the most widely used are [24]:  

o Autoregressive models [25]: Used to generate sequences of data points by predicting one 
point at a time, conditioned on the previously generated point. Representatives include 
PixelRNN [26] for image, and WaveNet [27] for audio generation.  

o Diffusion models [28]: These models are commonly utilized in solutions offering high-quality 
images and videos. Their drawback is the slow and computationally intensive training process, 
which makes them inappropriate for real-time applications.  

o Generative Adversarial Networks (GANs) [3]: They can upscale images to a higher resolution 
quickly without losing detail, but the sample diversity is weak. This way, GANs are better 
suited for domain-specific data restoration (e.g., medical images, satellite imagery).  



4 
 

o Transformers [29]: Transformers are designed to capture long-range sequential data non-
sequentially and are considered state-of-the-art for NLP tasks. They are considered the 

fundamental building blocks of the well-known FMs and LLMs.  
o Variational Autoencoders (VAEs) [2]: They are mostly used to generate images in a fast way. 

Nevertheless, their output is less detailed (i.e., blurry) compared to that of diffusion models. 

After building the model, data professionals must train it to learn patterns from the data that have been 

prepared. In the case of GenAI, high computational costs are associated with the training of large-scale 

models which may include millions or even billions of parameters. This way, it is essential to incorporate 

specialized hardware resources, such as Graphics Processing Units (GPUs) or Tensor Processing Units 

(TPUs) to accelerate the training process of large-scale FMs. There are 3 main parts in this stage: 

 Pre-training: Developing a FM needs pre-training on large amounts of data. During this process the 

model learns general features and patterns (e.g., captures grammar, syntax, context, and semantic 

relationships in the text). 

 Transfer learning & Customization: In the context of DL and GenAI, several optimization techniques 

must be applied to ensure an acceptable model performance. For example, backpropagation is 

fundamental for LLMs to adjust model parameters (weights of neurons) and minimize the loss 

function, while optimization algorithms are employed to update the parameters in the network [30]. 

Additional training and fine-tuning methods to enhance the FM’s performance on a specific task or 

domain (transfer learning) in a more complete fashion are also part of this process [31]. For instance, 

limiting the type of responses, training on a smaller dataset related to the target task, or condensing 

knowledge from a complex model into a simpler one (knowledge distillation).  

 Evaluation: Model evaluation incorporates different metrics, such as perplexity for LLMs or task-

specific metrics, to understand and measure the quality of the GenAI model. This way, data 

professionals can assess the strengths and weaknesses of the model objectively and transparently.  

The next step in the process is the inference (deployment) of the model in a real-time modern production 

environment (e.g., an application or a user interface). The goal here is to ensure that the trained model 

generates output based on the patterns it learned so that end users can enjoy accurate and reliable 

content, while ensuring data privacy and security. Typical tasks for a GenAI model include question 

answering, text generation, extraction, summarization, or language translation. There are 2 challenges 

involved in this stage: 

 Scalability: Following the dominant cloud-native design principles, GenAI services should scale 

horizontally to handle varying loads and evolving requirements. Furthermore, they are often deployed 

with the microservices architectural concept to be flexible and modular.  

 Integration: Towards offering a commercial GenAI service, it is necessary to develop various 

Application Programming Interfaces (APIs) that communicate with the target application and provide 

an integrated experience to the consumers.  

The last step in the pipeline is to manage the model efficiently to continuously meet the users’ 

requirements. For maintenance purposes, constant and iterative testing is crucial for refining and 

improving GenAI models to achieve customer satisfaction in various terms of Quality of Service (QoS). 

There are 2 main mechanisms in this stage:  
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 Orchestration: Orchestration strategies are used to schedule and manage robust workflows and 

scalable pipelines in an automated way. It is a common practice, first to containerize the GenAI model 

(e.g., Docker) with all its dependencies, and then to orchestrate (e.g., Kubernetes, OpenStack) and 

manage it in a distributed environment. Usually, the orchestration relies on well-known platforms of 

cloud providers, i.e., Microsoft Azure, Amazon Web Services (AWS), or Google Cloud.  

 Monitoring: Monitoring, logging, and tracking the model’s performance is an ongoing process to 

detect issues promptly and gather valuable insights for improvement. If there are a lot of data 

changes, retraining can be applied to update the deployed model to the new circumstances. The 

ability to adapt quickly to evolving needs and market demands is essential (agile development). 

Companies that embrace agile methodologies and iterate rapidly can stay ahead of the competition.  

Overall, one could say that the first two steps of the lifecycle concern “problem framing,” while the last 
two steps concern “model operationalization”, forming a complete framework to develop a functional 
GenAI application with genuine business value. It is worth mentioning that large generative models must 
be equipped with ethical considerations (e.g., content filtering mechanisms, ethical guidelines) to ensure 
responsible, secure, and safe usage since the GenAI can produce biased, offensive, or inappropriate 
content. Towards addressing any ethical and law issue, the AI Act [21] and the Ethics guidelines for 
trustworthy AI documentation [22] provide guidelines on how the GenAI building blocks should meet 
three vital components: to be lawful, ethical, and robust. 
 

3. KEY CONSIDERATIONS IN GENERATIVE AI 

3.1 The role of data 
GenAI is considered a data-driven innovation where the underlying data plays a pivotal role in the 

performance of the model. In other words, the more data is available, the better the model can learn and 

generate accurate and reliable content. Big Data, i.e., exceptionally large datasets, is necessary to learn 

meaningful patterns for complex problems effectively and helps generalize better on unseen inputs and 

diverse target domains. Nevertheless, for a GenAI system, data quality is equally important, since a large 

volume of noisy data can lead to higher processing costs, biased models, unreliable results, and finally 

wrong decision-making. High quality can be assessed by various metrics and requires structured testing 

on the data. Typically, the following data quality dimensions should be examined for a robust model [32]:  

 Accuracy: Relates to the correctness of the information, meaning that the data represent real-world, 

accurate, and reliable entities. Successful data governance can promote this data quality aspect.  

 Consistency: Data must be uniform and coherent across various databases. It ensures that the data 

flows without loss between the architecture components of the organization.  

 Integrity: Assures that digital information is stored and maintained in a database uncorrupted, while 

it can be accessed or modified only by authorized users.  

 Validity: It is a measure of the reliability of data where value attributes should be aligned with the 

specific requirements and constraints of the domain according to predefined standards or rules.  

Apart from the above conventional data quality metrics, for an operational GenAI system, there are many 

more dimensions of the data that should be assessed. First, since we live in a highly dynamic environment, 

data may quickly become outdated. Thus, constant data updates are necessary for GenAI applications to 

capture all the temporal changes and remain up to date. Furthermore, domain-specific curated context in 

training is considered essential to improve the performance of a real-world GenAI system according to the 
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specific requirements of the target industry. Of course, diversity is also needed for a robust and reliable 

GenAI application to generalize. Finally, data privacy and security aspects are of paramount importance 

for a modern business application. Companies should enforce processes to protect sensitive or personally 

identifiable information from unauthorized access or other malicious activities. In parallel, they should 

apply standards to handle, process, and store data responsibly and comply with the latest legal and ethical 

guidelines. 

The success of generative AI systems relies heavily on the careful curation, preprocessing, and utilization 

of relevant data. Companies and authorities cannot fully trust Big Data and must always evaluate GenAI 

model outputs critically due to potential biases, inaccurate information, or sensitive elements violating IP 

Rights (IPR). Ensuring that the data used for training is of high quality, representative, and aligned with the 

intended application domain contributes to the effectiveness and reliability of the resulting GenAI model.  

 

3.2 The role of interoperability 
Interoperability refers to the ability of two or more software systems to connect, communicate, and 

exchange information in a coordinated manner, work together, and use each other’s functionalities 

seamlessly [33]. At the core of interoperability is the integration with existing workflows, applications, or 

infrastructure. Thus, it enables a GenAI component to be a part of a larger ecosystem and enhances its 

capabilities, rather than being an entity that is isolated from its surroundings. However, interoperability 

goes beyond the technical level for businesses and users. At the business level, interoperability facilitates 

inter- and cross-organizational collaboration between different stakeholders (e.g., companies, non-profit 

organizations, research institutes) across the digital markets value chain promoting business exploitation 

opportunities since it enhances the system’s capabilities by leveraging features from other connected 

services [34]. At the user level, interoperability ensures the seamless incorporation of GenAI models into 

applications, leading to a more integrated and user-friendly customer experience [35].  

In this way, interoperability is related to modern data access, transmission, and portability [36]. Since 

GenAI models often rely on data from various sources, interoperability ensures smooth data exchange 

between different components, enabling GenAI applications to leverage diverse datasets and knowledge. 

For an effective competition, interoperability should involve the development and adoption of well-

established industry standards. Standardization encourages inclusivity and consistency, making it easier 

for GenAI components to communicate and for companies to cooperate systematically. It is noted that EU 

Data Spaces pay special attention to interoperability by establishing a set of guiding principles [37], e.g., 

the ISO 19941 Cloud Computing Interoperability and Portability [38] or the European Interoperability 

Framework (EIF) [39]. Both protocols aim to improve interoperability for data sharing, boost trust, and 

encourage investments. Moreover, interoperable systems are also flexible and adaptable to changes in 

technology and business needs. As a result, users can easily switch between components without facing 

any compatibility issues.  

The lack of interoperability between components in the GenAI ecosystem can pose significant risks to 

competition [40]. In general, companies can benefit from a lack of interoperability by creating isolated 

environments for their products, which do not allow communication with the products or services of other 

organizations. Such actions may lead to fragmented ecosystems of lower performance and higher costs 

[41]. Additionally, the inability to exchange data seamlessly between different GenAI components might 

result in data silos, hindering the holistic utilization of information and reducing the effectiveness of the 
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models. Overall, the lack of interoperability can be seen not only as a lack of choice for the end users but 

also as an obstacle to innovation since closed systems hinder the exchange of information and ideas 

between different players in the GenAI ecosystem [42, 43]. 

Addressing interoperability challenges is essential to foster a more competitive and collaborative GenAI 

community. To this end, a more interoperable ecosystem promotes open standards, encourages the use 

of common interfaces, prioritizes compatibility among diverse components, and supports effective 

stakeholder communication. Such initiatives can mitigate the risks associated with the lack of 

interoperability and support a more dynamic, transparent, and innovative GenAI landscape. 

 

4. COMPETITION CONCERNS FROM GENERATIVE AI 
In the future, various competition challenges are likely to emerge over one or more of the building blocks 

that GenAI relies on.  Several types of potential competition concerns could arise in this context.  However, 

the extent to which these concerns warrant intervention requires careful consideration of the key 

competition parameters in GenAI markets, the economic and regulatory realities, and an assessment on 

a case-by-case basis. Competition concerns can be broadly classified into the following categories:  

A) Anticompetitive practices by dominant companies.  Companies with a dominant position in markets 

that constitute essential inputs for GenAI could refuse or restrict the access of emerging downstream 

competitors to their data, essential hardware (e.g., GPUs), foundation models, or services (e.g., cloud 

computing).  They could also leverage their dominant position by binding customers and end users into 

their proprietary solutions, for example through tying or bundling practices, thus strengthening their 

position in GenAI markets.  These exclusionary practices could prevent emerging rivals from entering 

GenAI market or raise their costs.  Last, dominant companies could impose unfair trading terms when 

providing access to their GenAI solutions to customers and end users. 

Regarding the first two steps in the technical implementation of a GenAI system (i.e., building and 

training), businesses that maintain large datasets collected from their users through the years (especially 

if they own online platforms) are possible to pursue monopolistic control over data to feed and optimize 

their model building and training processes exclusively (data monopoly) [47].  This way, startups and SMEs 

may have obstacles collecting or accessing large and diverse amounts of data to develop state-of-the-art 

GenAI models, particularly in sectors where data is more highly regulated, such as healthcare or finance1.

Furthermore, pre-training necessitates access to powerful computational resources available through 

expensive on-demand cloud services offered by a limited number of big corporations. It is noted that the 

availability of open-source pre-trained models may be a key factor in deciding whether computational 

resources are a major barrier to entry in GenAI development [48]. 

Apart from that, dominant companies may attempt to lock-in their research workforce or protect their 

algorithms and pre-trained models with patents, which may in turn increase the risk of hindering 

                                                           
1 Nevertheless, data bias remains a persistent threat, either for large or small companies. More specifically, when 
the training data are more representative of certain sample groups, the model will systematically favor those groups 
in its generated outputs leading to discriminatory results, which raises concerns related to fairness, inclusion, and 
equity. Consequently, addressing bias becomes vital to GenAI model development, as it can directly influence 
decision-making and thus business processes. 
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innovation and open-source initiatives by disrupting the balance between protecting IPR and fostering 

competition. The EU has tried for years to set some well-defined rules for the IPR of AI models and finally 

in 2023 the first version of the EU AI Act was published [21]. GenAI though, as a novel technology with 

distinctive characteristics and needs, is currently under continuous advancements to depict its operational 

and policy framework [49, 50]. 

The subsequent steps in implementing a GenAI system (i.e., deployment, distribution) concern the 

exploitation of the models and are equally critical for effective competition. For instance, the lack of 

distribution channels and interoperability can create vendor lock-in issues, limiting consumers’ ability to 

change providers, which gives a competitive edge to companies with operational GenAI models.  

B) Algorithmic collusion.  GenAI agents along with computer science could facilitate implicit unlawful 

agreements, even in the absence of direct human-to-human communication channels. In other words, 

such state-of-the-art technology offers opportunities to engage in algorithmic collusion making it hard for 

the competition authorities to uncover evidence [44, 45, 46]. 

C) Collaborations and acquisitions.  Partnerships along with mergers and acquisitions (M&A) activity in 

the GenAI space should be closely monitored.  Outright acquisitions or partnerships falling short of control 

could prevent or hobble the entry or expansion of emerging competitors, ultimately leading to decreased 

innovation and choice.   

D) Other considerations. The absence of standardization in interfaces may lead to fragmented 

ecosystems, limited API integrations, and detached tools. Τhis landscape could potentially impede 

collaboration among enterprises and creates barriers for new players. However, smaller companies aiming 

to build interoperable solutions of common standards and practices may find opportunities to gain a 

significant competitive advantage in the future, as stated in the Common EU Data Spaces [37]. Lastly, since 

access to GenAI is not strictly regulated, remarkable costs may arise for sophisticated technological tools. 

New entrants or SMEs may face challenges to meet all the necessary regulatory requirements and finally 

be excluded from the larger companies, not able to catch up. 

Competition authorities should thoroughly study and understand the critical elements of the GenAI 

market value chain, i.e. computing resources, models, and data [51]. With this capacity, the competition 

bodies should investigate the long-term impact of established cloud providers, chip and graphic card 

manufacturers, and other involved industry sectors on the development of GenAI systems [52]. In parallel, 

the authorities should monitor the GenAI impact in several digital markets, which are early adopters of 

GenAI technology, such as search engines and online advertising.  Addressing these competition issues 

requires a balance between fostering innovation and ensuring open competition and fair growth of 

startups and SMEs [53].  It is also important to strike the right balance between ex ante (through AI 

regulation and other tools, such as the DMA) and ex post intervention (through competition law tools).  

Regulatory frameworks, industry standards, open-source, and collaborative initiatives can play a crucial 

role in mitigating these challenges and promoting a healthy GenAI ecosystem. 

 

5. CONCLUSION 
There is no doubt that GenAI is a disruptive data-driven technology that promises the transformation of 

businesses across the entire value chain. It is then no surprise that enterprises, irrespective of size, are 

increasingly looking to GenAI to streamline their operations and decision-making. However, the businesses 
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and the end users need to assess continually the potential negative impacts associated with irresponsible 

or unethical use of GenAI. In parallel, GenAI advancement offers new challenges and opportunities for the 

competition and antitrust authorities. This way, they need to adjust their processes on online market 

monitoring, dawn raids, and competition investigations to address the specific challenges posed by 

companies leveraging this technology, such as search discrimination, price steering, or tacit and explicit 

collusion. Furthermore, they should start actively examining the future effects of GenAI applications and 

develop new legal processes to mitigate anti-competitive strategies and promote the concepts of 

accountability, transparency, and confidentiality. Apart from updates in the legal treatment and regulation 

of GenAI, authorities should explore use cases to leverage the GenAI capabilities to boost efficiency in 

their internal functions, e.g. by developing document (case) search engines based on LLMs to support the 

needs of case handlers on fast information retrieval, extraction, and complex questions answering. 

Integrating GenAI solutions with other digital tools or open-source intelligence can seamlessly enhance 

existing workflows and deliver significant added value. It is worth mentioning, that while GenAI can be a 

valuable tool, critical thinking on its outputs is essential. In the end, GenAI can assist existing processes by 

providing insights but not replacing human judgment. Towards this direction, competition and antitrust 

authorities should act on the three following pillars to mitigate risks of GenAI and at the same time ensure 

positive gains: (i) modern legislative/regulatory frameworks, including antitrust laws and competition 

policies, (ii) data-driven tools for market evaluation and pro-active cartel detection (e.g., price 

discrimination analysis, collusion risk assessment, data screening for bid-rigging in public procurement [54, 

55]), and (iii) AI tools for electronic discovery (e-discovery) of evidence and competition investigations 

(e.g., semantic search, Technology-Assisted Review, chat-based data analytics, conceptual clustering). All 

these actions can be feasible under a single fundamental condition: close collaboration among all 

stakeholders (i.e., EU, national competition authorities, regulatory control bodies, organizations, and 

academia). The collaboration should allow a common understanding and agreement on the competition 

concerns of the GenAI landscape. Subsequently, the development of comprehensive data governance and 

standardization of models along with effective regulations will foster innovation, protect users, and ensure 

a fair competition committed to the ethical and trustworthy application of AI on GenAI [51, 56]. 
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