Generative Al’s potential to unlock innovation

The undeniable impact of Generative Al on fostering innovation is clear. Though we are just
at the beginning, this technology has the potential to revolutionize various sectors. The
underlying Foundation Models (FMs) powering Generative Al are vast and continuously
improving, opening up possibilities for numerous applications. For instance, in healthcare,
these models can tailor treatment plans to individual needs or enhance the analysis of
medical images; in the finance sector, they can produce more sophisticated analyses and
insights; in technology, they assist in coding, minimizing errors caused by humans; in the
manufacturing industry, they innovate product design and streamline production workflows;
and in architecture, they facilitate the creation of prototypes and preliminary visualizations.

Competition in Generative Al is growing rapidly

As the quality of data improves, scalable computing resources become more widely
available, and machine learning technologies advance, the competition in Generative Al is
growing. This field features a plethora of innovative entities, including giants like Amazon,
OpenAl, Microsoft, Meta, Google, NVIDIA, Anthropic, Cohere, Adept, Stability Al,
Character.ai, Midjourney, Al21 Labs, Hugging Face, Model Zoo, Databricks, Mosaic,
Runway, Jasper, and Inflection, among a broad array of others.

Numerous companies have dedicated years to developing Foundation Models (FMs),
resulting in a variety of both large and small, open-source and proprietary models, each with
its own potential. It's uncertain which models will emerge as the most effective, suggesting a
landscape not dominated by a single victor but rather characterized by the coexistence of
potentially thousands of models of varying sizes. Success doesn't hinge on size alone, as
models are tailored for specific applications, datasets, or capabilities—some excel in
summarization, while others are better suited for reasoning, integration, or language support.

Already, we see a diverse array of models thriving for various reasons, whether it's the
utilization of high-quality data, the innovation of algorithms, or the efficient use of data to
reduce costs (e.g., Mistral).

Technological progress is making it cheaper and faster to develop, train, and deploy large
language models. The ability to easily customize pre-trained models through fine-tuning is
spurring a competitive field of models. Moreover, Al providers, including startups, are gaining
increased access to external models and tools, tailored market strategies, and optimizations
of the machine learning stack.

The competition extends beyond just model development to include the entire Al technology
stack. Today, customers have a wealth of options for sourcing computing power, ranging
from on-premises to cloud-based services, specialized ML cloud providers, and hybrid
solutions. The battle is intense among cloud services (e.g., AWS, Google, Microsoft, Oracle,
OVH), on-premises solutions (HP, Dell, IBM), and emerging startups like CoreWeave,
Llamba Labs, SF Compute, and Omnivia, focusing on Al/ML training compute solutions.
Model developers are diversifying their compute sources, with startups like Imbue and
established companies like Aleph Alpha utilizing infrastructure from Dell and HP,
respectively, for model training.



Investments from both private and public sectors are crucial in fueling competition, bringing
together diverse resources and capabilities that accelerate innovation more effectively than
any single entity could achieve independently.

Current competition rules are adequate and ensure innovation in the Al space

The landscape of Generative Al competition is vibrant and swiftly changing, effectively
providing value, services, and options to all types of customers. Introducing regulations
prematurely in response to potential market limitations could lead to adverse effects. Existing
competition frameworks are capable of evaluating and addressing issues like tying, bundling,
exclusive dealings, and anti-competitive mergers and acquisitions as they arise.

Should regulation be deemed necessary, it must be balanced and focused, aimed
specifically at concrete issues within Al/ML technologies and their applications to prevent
skewing the competitive landscape. Excessive regulatory measures risk stifling competition
and innovation, potentially leading to market concentration and creating formidable barriers
to market entry. We appreciate the European Commission's efforts to explore the Generative
Al sector and look forward to participating in meaningful discussions on these critical
matters.



